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Abstract. Driven by the digitization of organizations, digital trace data offer novel insights
into human behaviors with technology. Digital trace data are longitudinal records of tech-
nology use. Over the last years, we have seen a surge in interest with growing empirical
applications and research into the conceptual and methodological foundations of digital
trace data research. So far, however, using digital trace data as a basis for measurement
instruments in traditional variance-theoretical applications has received little attention, alt-
hough they may enable novel analyses for theorizing from digitized contexts. The nascent
research using digital trace data as measurement instruments has received critiques about
validity problems, suggesting that guidelines for robust construct operationalizations are
needed. Based on a literature review, this chapter identifies sources for validity problems
with digital trace data. I further derive recommendations for assessing and reporting instru-
ment validity with digital trace data. Thereby, this chapter contributes to improving the
robustness of quantitative research using digital trace data.
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1 Introduction

Digital trace data research occurred in 16% of the papers in the basket of eight journals
in 2018 (Grover et al., 2020). Digital trace data are historical, longitudinal logs of human be-
haviors and actions that are generated through technology use and promise new research op-
portunities (Hiillmann, 2019). Empirical applications range from analyzing social media traces
to app usage or sensor data that capture heart rate variability. Despite the widespread availabil-
ity of digital trace data, the predictability of human behavior with digital trace data is a highly
contested question. While Narayanan puts behavioral research using digital trace data down as

“[...] essentially an elaborate random number generator” (Narayanan, 2019), others suggest
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that the social behavior of humans is predictable to a high degree given the necessary data
(Pentland, 2015; Song et al., 2010; Stewart, 2019).

Research into the conceptual and methodological foundations of digital trace data and
computational methods is surging in the times of big data, algorithms, and machine learning
(e.g., Braun & Kuljanin, 2015; Rothmeier et al., 2021; Xu et al., 2020). Less, but to an increas-
ing extent, people examine how to theorize from digital trace data (e.g., Berente et al., 2018;
Miranda et al., 2022; Pentland et al., 2020, 2021). Until now, the information systems (IS) field
has not much engaged in a deeper reflection of digital trace data as a basis for measurement
instruments. The nascent conversation hardly addresses constructs and measurements for vari-
ance-theoretic models, although different types of digital trace data exist that can operationalize
theoretical constructs. To address this gap, this chapter discusses digital trace data-based instru-
ments for construct measurement, which enable novel analyses for theorizing from digitized
contexts (Pentland et al., 2021).

The focus on digital trace data for building measurement instruments is important be-
cause they promise more objectivity, larger scale data sets, and novel inferences over traditional
survey-based methods and established scales. However, existing research using digital trace
data for operationalizing theoretical constructs has been criticized. The critique deplores, inter
alia, opaque assumptions about how theory is operationalized, resulting in questionable instru-
ment validity (Howison et al., 2011; Johnson et al., 2019). Previous research has neglected
assessing and reporting instrument validity and making assumptions about measurements ex-
plicit. This chapter summarizes this critique and proposes guidelines for overcoming these pit-
falls in upcoming studies. Thus, I pose the research question: :

How can digital trace data be used as robust instruments for construct measurement?
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This chapter addresses the research question through a literature review, following
Schryen (2015). First, I identify the problems that occur when using digital trace data as meas-
urement instruments. Then, I relate these problems to the best practices from measurement the-
ory that tackle comparable problems in traditional instrument development. Applying these
practices to building digital trace data-based instruments, I propose a starting point for conduct-
ing variance-theoretic research using digital trace data. Thereby, this chapter contributes meth-
odological insights into how digital trace data can be used as construct measurements. It en-
courages digital trace data for variance-theoretic applications and provides recommendations
for improving instrument validity (cf. MacKenzie et al., 2011). These recommendations help

researchers to ensure robust operationalizations using digital trace data.
2 Background

This section introduces the concept of variance theory and shows how digital trace data
relate to it. The subsequent need for instrument validity and rigorous instrument development
when using digital trace data for variance-theoretic research are motivated.

2.1 Variance and process theory

Variance theories explain relationships between theoretical constructs by understanding
the variation among measurements for the related constructs within a nomological network
(Burton-Jones et al., 2015). A nomological network is a network representation of the interre-
lated theoretical constructs from a narrow part of a theoretical domain (e.g., antecedents, focal
construct, mediators, outcomes). In variance-theoretic studies, researchers seek to understand
how the related constructs contribute to the observed variation in the focal construct of interest,
i.e., how an independent variable is related to change in a dependent variable. For example, an
increase in perceived usefulness (independent variable) is related to an increase in technology
use (dependent variable). Variance-theoretic approaches are well-suited for theory testing in

hypothetico-deductive settings (i.e., hypotheses are derived from the literature and empirically
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tested). By understanding the sources of variance and their underlying mechanisms, researchers
develop more nuanced theories and interventions. Typical data sources include archival data or
surveys, and common methods to understand the sources of variance include the analysis of
variance (ANOVA), regression analysis, or structural equation modeling (SEM) (Recker, 2021,
chapter 5).

An alternative to variance theories are process theories. Process theories seek to “pro-
vide explanations in terms of the sequence of events leading to an outcome [...] by understand-
ing patterns in events” (Langley, 1999, p. 692). Temporality plays a crucial role in process
theorizing, and patterns can comprise events, activities, and choices along the temporal dimen-
sion (Figure 1). Naturally, digital trace data facilitate the application of computational methods
and following process-theoretic approaches, such as process mining, network analyses, or qual-
itative, interpretive analyses, because digital trace data are longitudinal logs of human behaviors

and actions (Miranda et al., 2022; Hiillmann & Krebber, 2020).

Variance theory Process theory

Related constructs: Focal construct: Sequence of
* independent variable * events

* independent variable * activities
Y

* choices
: Dependent .
* independent variable variable R
Y =f(x, Xy, ..s X)) to t,

Figure 1. Comparison of variance and process theory (adapted from Langley, 1999)

Digital trace data also promise novel insights for variance-theoretic approaches because
the richness of the data goes beyond traditional survey-based methods and archival data. Due
to the characteristics of digital trace data, however, special caution must be taken when imple-
menting variance-theoretic approaches such as regression analyses to ensure instrument validity

(Olteanu et al., 2019).
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2.2 Instrument validity

Linking theoretical constructs to measurement instruments is called operationalization,
and instrument validity describes the quality of an operationalization (Braun & Kuljanin, 2015).
Instrument validity severely impacts making robust inferences and has been the subject of ex-
tended discussions in information systems and adjacent disciplines such as psychology
(Messick, 1995). Cortina et al. (2020, p. 1351) report that “many of the most influential articles
of the first decade of the Journal of Applied Psychology (JAP) related to measurement in some
way”. Since then, it has been dubbed one of the most important concerns in measurement theory
(Westen & Rosenthal, 2003), and it is experiencing a rejuvenescence due to the open science
reform. Researchers are encouraged to assess and report the validity of their measurements
meticulously to ensure replicability (Flake, 2021; Flake & Fried, 2020).

Instrument validity is a higher-level concern that comprises construct, content, and cri-
terion validity. Construct validity describes how well a measurement instrument substantively
measures a latent theoretical construct of interest (Cronbach & Meehl, 1955). In other words,
an instrument is valid if an observed variance in the measurement is caused by an actual varia-
tion in the underlying theoretical construct (Heggestad et al., 2019, p. 2598). To establish con-
struct validity, researchers examine convergent and discriminant validity. Construct validity is
achieved when different measures for the same theoretical construct yield the same or similar
results (i.e., convergent validity), while measures for other theoretical constructs yield different
results (i.e., discriminant validity) (Braun & Kuljanin, 2015, p. 523).

Content validity describes how adequately an instrument captures the conceptual ideas
behind a latent construct. It assesses whether the instrument captures all theoretical facets of
the focal construct but not those of other constructs (Colquitt et al., 2019). Criterion or predic-
tive validity describes how well a construct predicts or correlates with related constructs in the

nomological network, as known and theorized according to the literature. Assessing predictive
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validity requires examining the focal and the related constructs at the same time (Schmitz &
Storey, 2020). Demonstrating the validity of measurement instruments is crucial for substanti-
ating inferences to theory and establishing validity is a nontrivial task. To account for this,
research into instrument development offers best practices to ensure instrument validity.
2.3 Instrument development

Traditional instrument development originated in psychology. It focuses on developing
survey scales to operationalize theoretical concepts. Information systems scholars have adopted
instrument development with a “gradual accumulation and refinement of existing practices”
(Burton-Jones & Lee, 2017, p. 451). In the following, I present a brief reproduction of the
widely accepted practices (Churchill, 1979; Cortina et al., 2020; Hinkin, 1998; MacKenzie et
al., 2011; Straub & Gefen, 2004). Although multiple practices to develop instruments exist, I
focus on those practices that also apply to digital trace data and omit others that are specific to

survey instruments' (Table 1).

Table 1. Summary of the instrument development process

Step 1: Define theoretical constructs
Step 2: Check for existing constructs
Step 3: Develop initial instrument version
Step 4: Pre-test instrument and revise
Step 5: Perform full validation
Step 6: Replicate instrument in further studies
The first step of instrument development is construct definition. Researchers must de-

fine the scope and goals of the research and identify the theoretical constructs of interest in the
domain (Hinkin, 1998). Construct definitions can be developed by conducting literature or qual-

itative research (Churchill, 1979). MacKenzie et al. (2011) and Podsakoff et al. (2016) give

! The omitted practices include manipulation checks (Hauser et al., 2018), autocorrelation screenings
(Gottfried et al., 2022), attention checks and survey response rates (Eysenbach, 2004; Fan & Yan,
2010), assessing sampling and representativeness of surveys (Kraemer & Pinsonneault, 1993), self-
reporting biases (Podsakoff & Organ, 1986), and the common method bias (Podsakoff et al., 2003).
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recommendations for defining theoretical constructs. They suggest defining the construct do-
main and identifying potential attributes of the construct, distinguishing necessary and suffi-
cient attributes. After a preliminary construct definition is reached, researchers should revise it
with a focus on stability and the boundary conditions to related constructs within the nomolog-
ical network. Finally, the construct should be clearly and concisely documented.

The second step is to check for existing measurement instruments. In general, research-
ers should reuse or adapt existing instruments that are reliable and valid (Boynton &
Greenhalgh, 2004). Since existing instruments might not work in other contexts or populations,
estimating and reporting the validity and reliability statistics remains important (Compeau et
al., 2022; Straub, 1989). Researchers must check for sufficient evidence that the existing instru-
ment can be applied in a new context (Cortina et al., 2020). They must specify modifications
and demonstrate the instrument’s validity and reliability because already small changes can
affect the psychometric characteristics of the measures (Heggestad et al., 2019, p. 2600). De-
tailed guidelines for instrument adaptation are available (Cortina et al., 2020; Heggestad et al.,
2019; Newman et al., 2016; Pillet et al., 2023). Conversely, developing new instruments re-
quires justification for why existing instruments are insufficient (Compeau et al., 2022). A new
instrument should be empirically or theoretically superior. For example, digital trace data-based
instruments may be finer-grained and more exhaustive than survey instruments (empirical su-
periority) or provide an innovative measurement for a theory previously non-operationalizable
(theoretical superiority). Researchers should report the quality of a newly developed instrument
and compare it to existing measurements (Compeau et al., 2022).

The third step is to build a new instrument if required. Researchers should think broadly,
exhaustively covering the theoretical construct (Cortina et al., 2020). After a preliminary ver-
sion of the instrument has been developed, seeking feedback, revising, and iterating with sub-

ject matter experts (e.g., domain experts) while attending to content validity is important. The
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instrument must correspond to the theoretical construct and be distinct from others (Colquitt et
al., 2019). Quantitative approaches to assessing content validity are straightforward to imple-
ment (Anderson & Gerbing, 1991; Hinkin & Tracey, 1999; Lawshe, 1975). Guidelines are
available for items-based measurement instruments (DeVellis, 2016; Hinkin, 1998; MacKenzie
et al., 2011; Petter et al., 2007; Schmitz & Storey, 2020; Schriesheim et al., 1993).

The fourth step is pre-testing (pilot testing) the instrument. A data sample of the prelim-
inary instrument is collected together with related measures from the nomological network
(Hinkin, 1998). The related measures allow for estimating the focal instrument’s relationships
to existing constructs within the nomological network to assess predictive validity. Having col-
lected the data, researchers conduct an exploratory factor analysis. The factor loadings and
goodness of fit should be checked (Cortina et al., 2020; MacKenzie et al., 2011). Striving for
parsimony, factors with low loading, low correlations, or low variance inflation factors should
be removed. The reliability of the focal instrument is assessed by estimating the internal con-
sistency of the measurement (Straub, 1989). Historically, Cronbach’s alpha has been used
(Cronbach & Meehl, 1955). However, McDonald’s omega, also called congeneric reliability,
or other reliability measures are recommended today (Cho, 2021; McNeish, 2018). Researchers
should report and assess descriptive statistics. Based on the results, they can tweak the instru-
ment by removing or modifying poor factors.

The fifth step is validation of the instrument. A second data sample is collected to con-
duct a confirmatory factor analysis to substantiate the instrument’s robustness. Statistical tests
exist to estimate convergent and discriminant validity (Straub, 1989; Straub & Gefen, 2004),
for example, the multitrait-multimethod matrix (MTMM) (Campbell & Fiske, 1959), confirm-
atory factor analysis (Hair et al., 2019), or newer and recommended approaches such as the
heterotrait-monotrait ratio of correlations (HTMT) (Henseler et al., 2015) or the updated

HTMT?2 (Roemer et al., 2021). Not only empirics but also theoretical reasoning can support the
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measures’ construct validity (Cook & Campbell, 1979; Smith, 2005). Cortina et al. (2020) and
MacKenzie et al. (2011) provide overviews of the statistical approaches for estimating conver-
gent and discriminant validity. Beyond convergent and discriminant validity, researchers
should demonstrate the predictive validity (or criterion-related validity) by estimating relation-
ships between related constructs from the nomological network and the focal instrument
(Compeau et al., 2022). Researchers should check the external validity of the instrument by
estimating goodness of fit tests and comparing different models with variants of the focal in-
strument and the related constructs (Hinkin, 1998). Finally, researchers can assess the test-retest
reliability, i.e., check whether the measurement is stable over time (Cortina et al., 2020). If the
instrument is valid and reliable, it can be used in empirical research to draw inferences. Reuse
of the developed instrument by other researchers will further substantiate its reliability and va-
lidity across generalized samples from other contexts and populations (Cortina et al., 2020;
Hinkin, 1998; MacKenzie et al., 2011).

Despite the extensive literature on instrument development, it remains unclear whether
these guidelines can be applied to digital trace data. Digital trace data constitute a different type
of data compared to traditional survey scales; they do not consist of items designed by research-
ers that are meticulously developed and refined. Hence, it is important to consider the unique

properties of digital trace data when developing digital trace data-based instruments.

3 Literature review

In this section, I describe how I reviewed the literature to identify potential issues and
guidelines when using digital trace data for variance-based research. First, the current critiques
are collected and analyzed to make sense of potential problems when using digital trace data as
measurement instruments. For this, I synthesize the literature on digital trace data from the
information systems and adjacent disciplines (e.g., organizational research, psychology). Sec-

ond, I describe directions for future applications of digital trace data in hypothetico-deductive
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inquiries. To this end, I integrate the findings from the IS field with measurement theory from

psychology.
Step 2:
Filter and select relevant articles for seed set.
Step 1: Filter criteria:
Search articles for seed set in basket-of-eight. ’ Ei:p zz ili?:se\tse;;)el;:\ggnz?zgil;: digital traces
Search query: . digital traces =P -+ Empirical papers which do not discuss their

Search fields: title, abstract, keywords, fulltext
Search filter: publication date since 2013
Result: n=14 papers

operationalizations are out of scope
* Papers must be peer reviewed
» Papers must be published in a journal,
conference proceedings, or as book chapter
Result: n=11 papers  (removed 3 papers)

Step 3:

Backward and forward search using seed set,
including papers suggested through peer feedback.
Filter criteria: (same as step 2)

Max iterations: 3

Result: n=77 papers  (added 66 papers)

Step 4:

Identify criticisms and guidelines for
operationalizations based on digital traces.
Method: Structural coding

Figure 2. Research method
To conduct the literature review, I followed the guidelines by Schryen (2015). Repro-

ducibility is established through the documentation of the review process, as captured in Figure
2. The literature review is representative and not exhaustive (Cooper, 1988). It focuses on back-
ward and forward searches because the terminology surrounding digital trace data differs, and
papers are found across adjacent disciplines (e.g., organizational research, psychology). I iden-
tified a seed set of papers from which backward and forward search iterations were conducted.
To create the literature seed set, I searched the AIS senior scholar’s basket of eight using the
AIS eLibrary with the search query “digital traces,” including papers since 2013. This search
yielded n=11 relevant papers (n=14 total) (marked with (*) in the references). After the back-

ward and forward search, I identified n=77 relevant papers. The two stopping criteria for the
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backward and forward search iterations were: (1) no more relevant papers, or (2) at max. 3
levels deep. This balanced the search effort with the marginal returns of analyzing more papers
(vom Brocke et al., 2015).

I further filtered for peer-reviewed papers that explicitly state how digital trace data are
used as measurement instruments to reach an overview of approaches to operationalizing theory
using digital trace data. Table 3 and Table 4 describe the distribution of identified papers across
disciplines and journals. Figure 3 illustrates the set of papers identified in the literature by the
publication year. It is apparent that the number of articles based on digital trace data is increas-

ing and that the analysis of digital trace data is solidifying itself as a common research approach.

Table 3. Distribution of surveyed papers across disciplines (based on VHB JourQual 3)

Discipline (based on VHB JourQual 3) Count
Information Systems 47
Information Systems Conference Proceedings | 10
Other 7
Management 4
4
3

Book Chapters
Natural Sciences
Psychology 2

Table 4. All cited outlets with more than 1 citation

Journal Count
Journal of the Association for Information Systems
MIS Quarterly

Book chapters

Decision Support Systems

Information Systems Research

Journal of Strategic Information Systems
Proceedings of the ICIS

Information and Organization

European Journal of Information Systems
Organizational Research Methods

Business & Information Systems Engineering
Proceedings of the AMCIS

Science

Other

DO (D (DN [D [DN|W (W |W (W | [ | [\O

N
\O
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Figure 3. Papers on digital trace data per year
I applied structural coding to analyze the papers and identify the critique related to dig-
ital trace data-based construct measurements (Saldana, 2009). The segments with similar state-
ments are merged and analyzed to form a coherent argument. Drawing from these arguments, |
outline the central opportunities and critique of using digital trace data as measurement instru-

ments.

4 Potential issues of using digital trace data for variance-theoretic

research

Digital trace data occur at an unprecedented scale and granularity (Chaffin et al., 2017).
Combined with novel computational analyses, they present ample opportunities for research on
digital phenomena (Berente et al., 2018). Comparing digital trace data to self-reported data,
Scharkow (2016) asserts that digital trace data may be more accurate. Perceptual responses,

such as surveys or interviews, are subjective and sparse. For example, surveys lack continuity

2 Scharkow does not criticize rich qualitative methods per se. Researchers often seek subjective and
perceptual data deliberately.
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even if they are paneled (Eagle & Pentland, 2006). The changing nature of work towards dis-
tributed and virtual work, crossing spatial and temporal boundaries, hinders interviews and eth-
nographic accounts (Barley & Kunda, 2001). It is challenging to observe distributed individuals
over extended periods. Digital trace data, therefore, promise a less skewed and more complete
account of the historical behaviors of humans than surveys (Hiillmann, 2019).

Notwithstanding the opportunities, digital trace data should not be considered a panacea.
While directly observable digital behaviors are a low-hanging fruit, e.g., measuring actual tech-
nology use over perceptions, measuring more abstract or latent constructs is difficult, e.g., atti-
tudes or user perceptions (Howison et al., 2011). Despite the promise to capture arbitrary “be-
havioral constructs” (Chaffin et al., 2017; Hedman et al., 2013), more cautious voices express
concerns regarding the establishment of proper procedures for analyzing digital trace data that
ensure the validity of inferences (e.g., Grover et al., 2020; Johnson et al., 2019). In the follow-
ing, [ will address concerns related to the data-generating process, construct validity, the role
of theory, as well as privacy and open access.
4.1 Data generation process

Grover et al. (2020) claim that digital trace data are often analyzed under an implied
positivist paradigm. Despite a high number of observations, digital trace data remain reduction-
ist and should be understood as signals or indicators, not truth (Freelon, 2014; Howison et al.,
2011). They provide only a reflection of behaviors and are not objective (Dsterlund et al., 2020).
Instead, they can be interpreted in multiple—potentially opposing—ways (Freelon, 2014). As
a result, the context and conditions under which digital trace data are generated must be con-
sidered for analysis (Flyverbom & Murray, 2018). Digital trace data are performative. The rou-

tine use of complex hardware and software systems generates digital trace data. When, how,
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and how much these systems are used depends on the organization in which they are de-
ployed—the structures, context, and specific situation shape the human behavior and the sub-
sequent trace generation (Aaltonen & Stelmaszak, 2023; Andersen et al., 2016).

The absence of digital trace data does not mean an absence of activity (Andersen et al.,
2016). The system’s capabilities define what actions and behaviors generate a trace. A sudden
absence of digital trace data may occur due to shutting down a system, cleansing log files, faulty
storage, or a system outage (Xu et al., 2020). Incomplete traces may bias the results and render
them inconsistent, useless or misleading. Software and hardware systems are dynamic, and
which behaviors are logged may change (Howison et al., 2011). Thus, the validation of digital
trace data as a measurement instrument is an ongoing effort (Chaffin et al., 2017). Proprietary
hardware and software systems exacerbate the problem of the measurement instrument’s qual-
ity because the internal mechanisms are opaque, and researchers cannot check how the system
works and generates digital trace data.

Beyond the systems that researchers can investigate, backchannel systems or shadow IT
may generate data that are not analyzed (Hiillmann, 2022). To address this, researchers suggest
looking for anomalies or sudden changes in the data (Howison et al., 2011), checking the quality
and reliability of the hardware and software systems generating the data (Chaffin et al., 2017),
and consulting subject matter experts with intimate knowledge of the hardware and software
systems (Howison et al., 2011, p. 20).

Ensuring the quality and reliability of measurements depends on the specific device
being deployed (Tonidandel et al., 2018). Different vendors, or different devices from the same
vendor, yield different measurements. For example, fitness bracelets that measure your pulse
frequency can vary, and the generated timestamps for different chat software can also vary.
Hardware sensors suffer from noise, sensor sensitivity and configuration, or misapplications of

the sensor (Chaffin et al., 2017). Ultimately, attributing variance in digital trace data that is
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caused by the measurement instrument to individuals and their behavior may render a study’s
result invalid (Chaffin et al., 2017).

Preprocessing digital trace data includes decisions on cleansing, normalizing, or trans-
forming the data, e.g., removing all outliers beyond a certain threshold. But such thresholds, or
preprocessing decisions, are often arbitrary and not theoretically guided (Xu et al., 2020). Re-
searchers should either argue for their preprocessing decisions, grounded in theoretical assump-
tions, or report how alternative decisions would have affected the results in terms of a sensitivity
analysis.

Analyzing large sets of digital trace data comes with peculiarities that require caution.
Typically, the studies are overpowered due to a high number of observations, resulting in con-
flated significance values (e.g., p-values) (Johnson et al., 2019). Hence, attention should be paid
to the estimated effect sizes and the data-generating process (Mertens & Recker, 2020). For
dyadic trace data, the assumptions of parametrical statistical analysis are often ignored and vi-
olated (Howison et al., 2011; Hiillmann & Kroll, 2018). For example, social interactions on an
enterprise social network or chat platform are by definition not identically and independently
distributed, for if one sends a message, another one will receive a message.

4.2 Construct validity

Digital trace data are logs of historical human actions and behaviors that are not neces-
sarily generated for research purposes. To derive theoretical insights from digital trace data,
researchers must link the measurement instruments (i.e., digital trace data) to higher-level the-
oretical constructs (Chaffin et al., 2017; Howison et al., 2011). Establishing the link between
digital trace data and theoretical constructs is not straightforward (Chaffin et al., 2017, p. 6).
The operationalization of the theoretical constructs is based on human design choices and must
be argued and tested (Chaffin et al., 2017; Lindberg, 2020). However, an argument for the op-

erationalization is often missing, and authors seldom address the construct validity in digital

Page 15



trace data research (Braun & Kuljanin, 2015; Howison et al., 2011). For other instruments, such
as surveys, construct validity is meticulously established through tests. For digital trace data,
establishing construct validity solely through quantitative instruments and statistical means is
difficult because it is unclear what the baseline or ground truth is (Braun & Kuljanin, 2015).
4.3 The role of theory

Studies relying on digital trace data have suffered from the streetlight effect, that is, they
have favored research problems for which data are readily available over those that require
substantive research (Rai, 2017). These studies avoid latent constructs and favor behavioral
constructs that are easily measurable at scale instead (Johnson et al., 2019). For example, tech-
nology use is directly measurable and would be favored over perceived usefulness of technology
which is not directly measurable. The studies try to impress with big data sets instead of ad-
dressing meaningful research problems that add to cumulative knowledge (Grover et al., 2020).
The original theory is of secondary importance and chosen ad-hoc or post-hoc to fit the patterns
in the data. Howison et al. (2011) call this theoretical fitting. Landers et al. (2016, p. 480) put
it pejoratively and insist on avoiding brute force empiricism with digital trace data research.
Studies without robust theorizing tend to be incremental and narrowly empirical (Grover et al.,
2020, p. 277) and do not generalize well from the specific context in which the data was col-
lected (Johnson et al., 2019). They are merely addressing local problems and obstruct the pur-
pose of building generalizable knowledge, preventing meaningful theoretical contributions.
4.4 Privacy and open access

Privacy concerns depend on the mode of digital trace data generation. The active and
deliberate generation of digital trace data for research purposes can include informed consent
from the study participants a priori. Participants can voluntarily share their active traces from

only a limited observation period, e.g., they wear a sociometric badge for two weeks. Passive
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digital trace data, on the contrary, are historical logs generated as a by-product of using a soft-
ware or device. They potentially span long observation periods and may not be deleted or
cleared for years. Researchers can only ask for consent a posteriori after the data has been
generated. When researchers use passive traces, individuals may not know that their data are
being used for research, which poses ethical concerns (Markus & Marabelli, 2017; Tonidandel
et al., 2018). For example, studies conducted on social media platforms such as X.com (Twitter)
or Yammer typically do not inform users that their data are used for research purposes.
Long-term and detailed accounts of human behavior are sensitive, and workplace data
are proprietary. Often, the data cannot be shared open-access, preventing independent research-

ers from replicating the results (Tonidandel et al., 2018).

5 Guidelines for developing measurements with digital trace data

The discussed concerns highlight that guidelines for operationalizing theoretical con-
structs using digital trace data are needed, especially in light of the surging empirical applica-
tions vis-a-vis the IS field lacking established procedures. The quality of measurement instru-
ments significantly affects the inferential results, and robust measurement theory can ensure
valid and reliable construct operationalizations. The procedure of designing digital trace data-
based instruments differs from traditional ones, such as survey scales. The argument of digital
trace data’s superiority over traditional instruments fails to recognize that surveys and other
established instruments have a history of being reliable, valid, and robust across contexts and
populations, as replications have shown (Cortina et al., 2017, 2020). The extensive measure-
ment literature, which deems it essential to provide quantitative evidence about instrument va-
lidity and reliability, can inspire digital trace data research (Cortina et al., 2020). Drawing from
this literature, I craft recommendations for developing digital trace data-based instruments. The

recommendations are an amalgamation of the identified concerns with digital trace data re-
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search and how best practices from measurement theory can address them (Table 5). The rec-
ommendations are structured along six steps that offer the IS field guidance to validate digital

trace data-based instruments.

Table 5. Validation guidelines for digital trace data

Step 1 — Define theoretical construct:
e Define theoretical constructs
e Avoid being purely data-driven
e Keep in mind which kind of digital trace data exist in the empirical setting
e Use literature work and subject matter experts (qualitative)

Step 2 — Check for existing instruments:

e Check for existing instruments (both digital trace data-based and traditional)

e Check if existing instruments apply to the empirical setting

e Check if digital trace data-based instruments can be empirically or theoretically supe-
rior

e Adapt instrument if applicable

e Follow guidelines for adapting instruments (Heggestad et al., 2019; Pillet et al., 2023)

e Use literature work and subject matter experts (qualitative)

Step 3 — Develop preliminary instrument:

Develop initial instrument version

Check for face validity and content validity

Scrutinize the ETL process and gauge data quality

Explain the nature of digital trace data and their correspondence to the theoretical

construct

Use subject matter experts (qualitative)

e Collect a first sample (include instruments for other constructs and using other meth-
ods)

e Compute exploratory factor analysis, MTMM, or alternative tests

e Estimate content validity via subject matter experts (quantitative)

e Tweak the ETL process and revise the instrument as needed

Step 4 — Validate instrument:

e Perform full validation

e (ollect a second sample (include instruments for other constructs and using other
methods)

e Estimate construct validity (convergent and discriminant validity) via confirmatory
factors analysis, MTMM, or alternative tests

e Estimate content validity via subject matter experts (quantitative)

e Estimate predictive validity (criterion validity) by estimating path coefficients to the-
oretically related constructs

e Estimate goodness of fit for external validity

Step 5 — Report instrument:
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e Report details on the ETL process and instrument validation procedure
e Report software used and test statistics
e For ETL process report (Marsden & Pingry, 2018; Vial, 2019):

o How and when data was extracted and transformed

o Source code for ETL process

o Provide copies of the original dataset

o Ifapplicable: API descriptions and potential restrictions

Step 6 — Replicate instrument:

e Replication: other researchers adopting the instrument will enhance generalizing its
reliability and validity across contexts and populations (Hinkin, 1998)
Step 1 — Define theoretical construct: First, digital trace data research should not be

conducted agnostic to theory. Although data-driven approaches are popular, engaging with the-
ory remains critical. In a deductive variance-theoretic setting, engaging with the literature to
concisely define and demarcate theoretical constructs is essential (MacKenzie et al., 2011).
Without theoretical clarity, developing robust instruments based on digital trace data is impos-
sible (Suddaby, 2010). Instead of being exclusively data-driven, the thorough analysis of the
literature and triangulation with qualitative data help avoid the streetlight effect and merely
engaging in a computational exercise (Rai, 2017; Thapa et al., 2021).

The empirical setting of the study should be linked to a broader knowledge goal that
informs what digital trace data can lead to a theoretical contribution (Johnson et al., 2019). For
studies with digital trace data, it should be considered that theory from traditional studies in the
offline context does not necessarily generalize to a digital context, as long as it is not evidenced
through empirical data (Hiillmann, 2022). For longitudinal studies, researchers should address
whether the phenomenon under study is stable for the observation period so that a variance
theory based on digital trace data can explain it (Howison et al., 2011). Only looking for patterns
in data does not necessarily produce generalizable insights that contribute to broader
knowledge. On the contrary, sound theoretical constructs are the first step to facilitating contri-
butions by revising and improving theory through digital trace data.

Step 2 — Check for existing instruments: After the theoretical constructs have been

defined, researchers can develop a measurement instrument based on digital trace data. First,
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they should check for existing instruments. If a digital trace data-based instrument exists, the
validation and reliability may already have been established, and reusing the instrument will
contribute to substantiating its quality (Heggestad et al., 2019; Pillet et al., 2023). However, the
literature review showed that this practice is seldomly followed for digital trace data. Compared
to traditional instruments, reusing digital trace data instruments is more challenging due to data-
generating processes that can be unique to a sampled organization and the configurations of its
systems.

Since digital trace data research rarely reports validity and reliability, it is difficult to
assess an existing instrument’s quality (Braun & Kuljanin, 2015). Thus, when adopting an es-
tablished digital trace data instrument, reassessing its validity and reliability remains essential.
Instrument validity does not necessarily translate from one context to another, as configurations
of information systems vary. Another instrument may exist based on traditional approaches, for
example, surveys. Researchers should only prefer the digital trace data-based instrument if va-
lidity and reliability tests show that it is empirically or theoretically superior to existing instru-
ments (Pillet et al., 2023). Furthermore, I encourage triangulation with subject matter experts.
Subject matter experts have intimate insights into the hardware and software systems that gen-
erate digital trace data. They can be the developers, designers, owners, or power users of the
system with technical knowledge of what actions generate what kind of digital trace data. Con-
versing with multiple subject matter experts specializing in different subsystems may be nec-
essary for very complex systems.

Step 3 — Develop preliminary instrument: When a new measurement needs to be de-

signed, researchers must identify suitable types of digital trace data instead of generating items.
Triangulating literature reviews with the consultation of subject matter experts can be a key
lever for coming up with suitable digital trace data types and the specific event logs that measure

the theoretical construct in question. The literature on data quality and information systems
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engineering helps to identify such digital trace data (Vial, 2019). Although digital trace data are
hailed as more objective, they remain reductionist and only indicators of behaviors and latent
constructs (Freelon, 2014). Understanding the data-generating process is imperative for testing
face and content validity. Intimate knowledge about the system is needed to assess the nature
of the digital trace data and gauge data quality. An absence of digital trace data is not an ab-
sence of behavior. Only subject matter experts and the owners of the information systems can
provide the necessary details on proprietary systems, potential system outages, and what be-
haviors generate what kind of digital trace data (Flyverbom & Murray, 2018; Xu et al., 2020).

I conjecture that engaging with subject matter experts is more critical in developing
digital trace data instruments than surveys because of their intimate knowledge of how the
source information system(s) work and are being used. Consequently, face and content validity
are important in digital trace data research because digital trace data as passive exhaust may be
generated through various actions (Aaltonen & Stelmaszak, 2023). For passive digital trace
data, the data-generating process is not controllable, contrary to active digital trace data, where
researchers can influence the data generation. Similarly to the identification of appropriate dig-
ital trace data, researchers can demonstrate content validity through subject matter experts and
data quality assessments (Marsden et al., 2019; Vial, 2019).

The development and application of traditional measurements are highly paradigmatic
(Cortina et al., 2020). Survey-based papers describe the context of data collection, the sample
and population, and report the scales and methods used. They add analysis details where nec-
essary, such as data transformations (e.g., log transformation), removal of outliers, or testing
parametric assumptions (Aguinis et al., 2018). Conversely, the development and application of
digital trace data-based instruments are non-paradigmatic due to unique extract, transform, and

load (ETL) processes. The ETL process severely impacts the measurement instrument’s quality
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at design time before empirical application. Thus, for designing digital trace data-based instru-
ments, it is imperative to report how the data was extracted, transformed, loaded, and prepro-
cessed to yield the final numerical measurements (Pipino et al., 2002; Vial, 2019). Common
statistical assumptions for regression-based analysis may not hold for digital trace data instru-
ments (Howison et al., 2011). For example, dyadic digital trace data are not identically and
independently distributed. Such issues should be reported when designing a digital trace data-
based measurements for variance-theoretic research because it affects the inferential proce-
dures.

Step 4 — Validate instrument: Assessing the ETL process and data quality is necessary

but insufficient for validating a digital trace data instrument. Statistical testing of instrument
validity and reliability remains critical. Not all, but selected approaches from the measurement
literature can be adopted for digital trace data until dedicated methods are available. Most of
these methods require composite measures, but digital trace data are often used as single-item
measures. Thus, [ draw from the literature on validating single-item measures for crafting the
digital trace data guidelines (Allen et al., 2022; Fuchs & Diamantopoulos, 2009).

Content validity can be estimated using established approaches as recommended
(Anderson & Gerbing, 1991; Colquitt et al., 2019; Lawshe, 1975). Correlations and the multi-
trait-multimethod matrix (MTMM) can be applied to establish convergent and discriminant va-
lidity for digital trace data instruments (Campbell & Fiske, 1959; Matthews et al., 2022). For
MTMM, the single-item digital trace data construct can be compared to an existing and already
validated multi-item measure. This approach works if at least one other multi-item measure is
available (Fuchs & Diamantopoulos, 2009; Matthews et al., 2022). Confirmatory factor analysis
can be used by including both the digital trace data single-item and the multi-item construct and
having both load on the same latent factor. Convergent validity cannot be assessed if no multi-

item constructs for the same theoretical construct are available.
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Single-item measures can be regressed on related constructs for estimating the predic-
tive validity (or criterion validity) (Allen et al.,, 2022; Fuchs & Diamantopoulos, 2009;
Matthews et al., 2022). Beyond test-retest reliability, the temporal stability of digital trace data
can be examined (DeVellis, 2016). Other validity testing approaches are currently being devel-
oped. For example, Matthews et al. (2022) suggest validating a highly correlative proxy instru-
ment via multi-item scales. Researchers can use common guidelines for reporting the statistical
tests (MacKenzie et al., 2011). Despite the availability of statistical tests, established cutoff
points remain unknown for digital trace data (Lance et al., 2006; Matthews et al., 2022). Until
such cutoff points are established, qualitative arguments remain key next to the reporting of
statistics. Triangulation with other instruments and subject matter experts can corroborate the
measurements’ robustness.

Step S — Report instrument: Given the unique nature of digital trace data, it is im-

portant to detail the ETL process and instrument validation procedure extensively. Report how
and when the data was extracted and how it was transformed, specifying the source information
systems, the used tools, and the necessary context. If possible, provide the source code for the
ETL process and copies of the original and transformed data sets. If applicable, provide the
necessary API descriptions and potential restrictions that may apply for researchers looking to
reproduce the data collection. Finally, if numerical measures have been derived from the digital
trace data, report all customary summary and test statistics as outlined in the best practices of
measurement theory.

Step 6 — Replicate instrument: Publishing your instrument with detailed insights about

its development and validation will offer other researchers to adapt your instrument in subse-
quent studies, contributing evidence toward the instrument’s validity. Reusing the instrument
in other contexts and applying it to other populations will enhance its generalizability and reli-

ability.
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6 Limitations

Although measurement theory provides the inspiration for this chapter, it deals primar-
ily with survey-based items and, therefore, is limited as a frame of reference for building in-
struments based on digital trace data (Cortina et al., 2020). In particular, single-item validation
has been labeled “a process as much art as science” (Matthews et al., 2022, p. 669). Albeit
single-item measures have been shown to be as valid and reliable as multi-item measures (Allen
et al., 2022), dedicated research is needed to conceive statistical approaches for digital trace
data-based instrument validation. The recommendations (Table 5) focus on the instrument va-
lidity after numerical measures have been computed. The ETL process, however, is critical for
digital trace data-based instruments. Researchers should examine the analysis and prepro-
cessing configurations and the context of the data-generating process to see if contextual fac-
tors, e.g., system failure, internet outages, or other reasons, bias the results. Future research can
investigate how to mitigate these procedural and contextual causes by triangulation with quali-
tative approaches.

Even meticulously reporting the ETL process does not guarantee the digital trace data
instruments’ reliability and subsequent reusability. Contrary to traditional instruments, digital
trace data instruments are hard to reuse unless the data set is curated and published for others.
The reason is that researchers extract digital trace data from a variety of complex hardware and
software systems with unique configurations and data-generating processes. Although research-
ers exert control over active digital trace data, the level of access to passive digital trace data
varies. Public APIs can be restricted, e.g., the Meta or X.com (Twitter) APIs, and the availabil-
ity of proprietary company data depends on organizational clearance. Detailed insights into an
ETL process might have to remain confidential if they exhibit sensitive information about crit-
ical company operations. Furthermore, digital trace data instrument development comes with

significant researcher degrees of freedom, which runs against the conventional wisdom of how
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we view the highly paradigmatic development of traditional instruments, e.g., surveys. Future
research can investigate how digital trace data research, especially the ETL process, can be

streamlined and standardized to foster a cumulative tradition (e.g., Grisold et al., 2023).

7 Conclusion and future work

Robust measurement instruments are crucial for theory testing (Dennis & Valacich,
2014). While previous research illuminated how to analyze digital trace data (Miranda et al.,
2022; Pentland et al., 2021), the IS field has provided little guidance to ensure that findings are
robust, valid, and reliable in variance-theoretic settings. Drawing from measurement theory,
this chapter has provided guidelines for assessing and reporting the validity and reliability of
digital trace data-based instruments for variance-theoretical empirical research. The guidelines
comprise six steps that aid researchers from coming up with theoretically meaningful concepts
to developing and reporting robust instruments based on digital trace data. Common concerns
in digital trace data research such as construct validity, the role of theory, and the data-generat-
ing process are covered. Researchers can use the guidelines for assessing the instrument validity
of digital trace data and avoiding spurious findings and replication issues, while contributing to

cumulative knowledge.
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